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Convolutional neural networks are widely and successfully used in natural language 
processing.  However, it turns out that there are tasks in which learning with `wide' networks, 
i.e., simple networks with just an input and an output layer and very large numbers of units, 
can be surprisingly successful when carefully chosen features (based on domain knowledge) 
are used.  I will illustrate finding for three case studies: French baboons learning to 
discriminate between English words and pseudowords, human auditory word recognition, 
and the computational modeling of inflectional morphology with what amounts to 
multivariate multiple regression.   
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